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Abstract: In this paper, we explore the use of metaphors for people working with arti-
ficial intelligence, in particular those that support designers in thinking about the cre-
ation of AI systems. Metaphors both illuminate and hide, simplifying and connecting 
to existing knowledge, centring particular ideas, marginalising others, and shaping 
fields of practice. The practices of machine learning and artificial intelligence draw 
heavily on metaphors, whether black boxes, or the idea of learning and training, but 
at the edges of the field, as design engages with computational practices, it is not al-
ways apparent which terms are used metaphorically, and which associations can be 
safely drawn on. In this paper, we look at some of the ways metaphors are deployed 
around machine learning and ask about where they might lead us astray. We then de-
velop some qualities of useful metaphors, and finally explore a small collection of help-
ful metaphors and practices that illuminate different aspects of machine learning in a 
way that can support design thinking. 

Keywords: metaphors; machine learning; conceptual foundations; computer science provo-
cations 

1. Introduction 
Metaphors do many different things. Far from being linguistic games or rhetorical flourishes, 
they are “pervasive in everyday life, not just in language but in thought and action” (Lakoff & 
Johnson, 1980). Structural metaphors link concepts together – ‘demolishing an argument’, 
spatial metaphors provide orientation – feeling ‘up’, ontological metaphors make concepts 
real - ‘inflation is taking its toll’ (ibid). The practices of machine learning and artificial intelli-
gence draw heavily on metaphors: the neural net as an analogy between a collection of lin-
ear algebra and human thinking, or the idea of 'learning' as a shorthand for the operation of 
a backpropagation algorithm over those networks. These can be high level conceptualisa-
tions that shape the approach to systems, or low-level metaphors that shape engagements 
with the technologies. Computer science as a whole is a deeply metaphorical field. Mathe-
matical formal properties are translated both into low level code that seeks to embody the 
constructions, and into folk descriptions of the systems in terms of familiar physical systems 
and objects (DeVito, 2021). 
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Metaphors have long been part of designers' toolkits (Cila, 2013; Jung et al., 2017). They can 
help with ways to understand situations, an play into the practice of framing and develop-
ment of worldviews (Pee et al., 2015). They can be generative of new ideas, constraining and 
opening technical possibilities. Metaphors form part of the imaginaries of technologies, 
shaping the way that societies construct the space of the possible (Bory & Bory, 2015; Lock-
ton et al., 2019). In the context of AI, metaphors have recently emerged as a way to give per-
sonality to conversational agents, shaping end-user perceptions of what their capabilities are 
and the relations that should be formed (Khadpe et al., 2020). The “X as Y” style of analogic 
metaphor can be generative of new ideas, especially around emerging technologies, casting 
robots as sidekicks (Luria, 2018), or bridges, or choirs (Alves-Oliveira et al., 2021). Dove and 
Fayard’s (2020) work on AI as monster is particularly notable here for a deep connection 
with the technology, through the lens of history and fable ; there are also echoes of this in 
Byrne et al’s (2021) exploration of concepts from the supernatural being applied to ‘invisible’ 
technologies such as AI. This leads to the idea of metaphoring as a practice, within the de-
sign process (Lockton, 2020, e.g. 2021), which Dudani systematises, finding associations to 
other domains of knowledge; embodiments of experience; materialisations of the intangible; 
diversification to capture facets of complex systems and probes for critical questioning (Du-
dani, 2021) 

In this paper, we are interested in metaphors that shape the way that designers can ap-
proach the techniques, technologies and artifacts of artificial intelligence. These conceptual 
metaphors can easily become invisible. Through pragmatics, ‘I’m walking on sunshine’ is un-
derstood to not be literally true  (J. R. Searle, 1993). However, if one says ‘his words carry lit-
tle meaning’ it can be forgotten that ‘carry’ is metaphorical, and so the implicit framing of 
conversation as a contextless exchange of information purely contained in the words goes 
unnoticed (Reddy, 1993). 

Agre, drawing on Foucalt, Derrida and Husserl, encourages thinking of metaphors in tech-
nical practice as being part of the way a particular group develops their worldview – not a 
transparent set of relations between language and physical reality, but a set of moves as 
“ideas are made into techniques, these techniques are applied to problems, practitioners try 
to make sense of the resulting patterns of promise and trouble, and revised ideas result” 
(Agre, 1997, p. 38). As with any practical understanding, there are parts where the theory 
holds well, and parts where it breaks down – the centres of well behaved, theoretically ex-
plained phenomena, and the margins of the unruly, peripheral and unconsidered (Ibid, p. 
43). The tools that are used in discourse reconfigure the world, constraining and enabling 
what can be said (Barad, 2003) –  “It matters what matters we use to think other matters 
with; it matters what stories we tell to tell other stories with” (Haraway, 2016, p. 12). This 
can be seen as well in Inayatullah's Causal Layered Analysis (1998) which delves through lit-
any and narrative to find metaphor as the deepest level of social understanding, potent for 
futuring. 
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Overall, when forging into new domains, it helps to be aware of what the underlying meta-
phors being used are, and which aspects of their structure carry through. Here, we explore 
some of the unnoticed, pervasive and foundational metaphors that direct investigation and 
engagement with technologies. 

2. Metaphors in computer science and AI 
 A computer might be constructed so that its operation can be narrated using words 
like "knowing" or "reminding," but those words have a life that goes far beyond - and 
may even conflict with - the artifacts that are supposed to embody them. (Agre, 1997, 
p. 60) 

Computer science rests on many metaphors (Blackwell, 1996), that have shaped the ways 
that the systems are conceived of by designers and practitioners. These are often stacked 
precipitously: the output of analogue transistors is abstracted to a collection of binary val-
ues, whose location is then abstracted to become a file, working up through layers of inter-
face toolkits to windows, with buttons and so on. Sometimes, these abstractions are leaky, 
and parts of the lower levels protrude, whether the abrupt stop of a failing hard drive, or the 
visual patterns of misplaced write to graphics memory. The ISO model of networks takes a 
seven layer journey of abstraction from the physical world up to the application, creating the 
space where HTTP – the protocol that underlies most behaviour on the web – can be con-
structed. There is a constant precarity to these stacks, a consistent need for each layer to al-
low the layer above to work without context, without reference to the particularities of the 
cables, bytes, packets, requests, clicks or even gestures of the level below. 

There is a fluidity between understandings of computers and of human thought and prac-
tice. Talking about computer memory draws parallels to how humans remember, some of 
which are warranted, and others less so. Calling a selection of memory a file originally cap-
tured the idea of bringing pieces of related information together, and conjured imagery of 
filing cabinets and neatly ordered assemblages of card and bent metal. As far back as 1995, 
Gaver (1995) argued that many desktop metaphors in interaction design were in fact no 
longer really metaphors, the digital meaning having supplanted the original or having be-
come an additional, distinct meaning. There is an intimacy between the language and the 
metaphor, a link between the sequential operations of instructions and the timeless realm 
of formal mathematics, that shape the emergences of programming practices. 

Artificial intelligence has always been a material practice  (Agre, 1997, p. 10), that relies on 
metaphors to construct the links between human thought, mathematical properties and the 
exigencies of technological possibility. The very term 'artificial intelligence' is a deeply bur-
dened metaphor, which we will not disentangle here except to note that the field might 
have gone differently had the less sensationalist term 'complex information processing sys-
tems' (Newell & Simon, 1956) been adopted. The emergence of AI alongside advances in 
cognitive science means that there has been a constant permeability around terms covering 
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both how to understand the behaviour of computational systems and the human brain – in-
cluding development of metaphor itself (for example Barnden, 2008). Explicit AI metaphors 
have set out to do particular things. The 'Chinese Room' argument (J. Searle, 1999) used a 
metaphor that likened any AI system to person translating a foreign language without access 
to the world is echoed by the 'Stochastic Parrot' (Bender et al., 2021) to critique the gap of 
meaning between the system and the world in which it exists. 

Other metaphors seek to characterise a field: the phrase 'data is the new oil' implies accu-
mulation through dispossession and extractive tendencies in a new frontier – a wilderness 
ready for claiming (Thatcher et al., 2016). This can be contrasted with ‘data as toxic waste’ – 
"dangerous, long-lasting and once it has leaked there's no getting it back" (Doctorow, 2008) 
– as smog, breadcrumbs or markets (Watson, 2015). The metaphors of Software or Data Car-
pentry cast computational techniques in terms of familiar material practices of cleaning, 
shaping and assembling. Algorithms can be seen as mediation, as performance as infrastruc-
ture (Wagenknecht et al., 2016), even if the concept of algorithm itself is a simplification of a 
collection of enactments, systems and translations (Kitchin, 2017). 

3. Metaphors in machine learning 
Here we pick up some common metaphors used about machine learning systems. Some of 
these are interesting for their invisibility –  in general use, they are unnoticed, seen as de-
scriptions of the phenomenon rather than metaphorical descriptions. Some are interesting 
for their leakiness, where they break down and mislead – where rather than making ma-
chine learning more accessible, they make it more difficult for designers to engage, or the 
different interpretations of the metaphor exacerbate the gap between different fields hin-
dering multidisciplinary collaborations. Some are interesting for the ways that they implicitly 
define the roles and responsibilities of humans engaging with the systems, attitudes toward 
failure and the space that people have to imagine and act. 

3.1 Training and Learning 
One of the most pervasive metaphors within the practice of machine learning is the idea 
that models learn. While there is no doubt that models change their behaviour in response 
to new data, the metaphor of learning brings with it the possibility that they learn in a simi-
lar way to humans. This makes it easy to forget that impressive surface level performance 
does not necessarily correspond with other abilities that humans have, such as generalisa-
tion and reasoning. This is an example of a metaphor where some of what is carried across 
does not hold. In this case talking of 'fitting' a model is a cleaner description of e.g. the appli-
cation of backpropagation to a network in response to a dataset: it carries the idea that the 
model is being fitted to a particular set of data, rather than learning a general principle. This 
also highlights the idea that there is something that is being fitted, inviting questioning of 
what the process is, rather than the somewhat magical property of learning. If one applied a 
standard sense of ‘learning’ to a conversational agent, it leads to the expectation that this 
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particular Alexa learns about the particular interactions, the habits and styles of conversa-
tion that these users prefer and so on. It does not point to the extended assemblage that 
learns from aggregate properties of a multitude of interactions across the globe – an incom-
prehensibly different form of learning. 

3.2 Explanation 
An example of an almost unnoticed metaphor is the use of 'explanation' to point at the ways 
in which information on model operation and decisions is collected and presented. This is 
not to undermine the project of Explainable AI, but to point out a difference between the 
computational artefacts produced and the social processes by which humans construct ex-
planation (Mittelstadt et al., 2019). This is analogous to the way that Lane et al. (2018) draw 
on the metaphor of journeys to describe mathematical proofs not as formal symbol manipu-
lation, but rather crafting pathways for others to follow. Similarly, O'Hara (2020) highlights 
the difference between having knowledge of something and understanding it, as well as the 
idea that and explanation – outside of formal argumentative settings – is a process, that un-
folds through engagement. Emerging techniques in XAI work in this direction, and expand 
from practitioner oriented debugging to end-user facing processes that support understand-
ing, but the idea that the model produces an explanation of itself remains widespread and 
draws thinking in the wrong direction. 

3.3 Bias 
To say a model is biased has a similar surface meaning to saying that person is biased: deci-
sions are being made irrationally, unfairly, in ways that show unethical systematic prefer-
ences. However, as a technical word, it has meanings in different communities: in electronics 
a transistor is biased to create the neutral point that it operates around; the equation for a 
straight line is given in terms of slope and bias; in tailoring, bias cuts create additional flexi-
bility and conformity in parts of garments. 

Within machine learning, bias has several meanings. On a very fundamental level, it can re-
fer to one of the parameters of an individual neuron in a network -- the activation of a cell is 
the sum of the inputs times the weights, plus the bias, leading to colloquial expressions such 
as 'loading the biases' to mean configuring a network for a particular task. This is more than 
simple wordplay -- the biases are the way that the model encodes its fitting of input data. 
The biases causally connect the output to the input, and set out what outputs are possible, 
the very things that make the model useful, with output that is not random. 

Further to this, Hildebrandt (2019) works through several different forms of bias, from the 
language bias that covers what kinds of hypotheses a model can fit to, through biases in the 
data fed in, biases introduced by labelling (feature space) and the ways that the data relate 
to the world (ground truth). 
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All of this is manageable – it is not that designers cannot engage with complex, nuanced 
ideas – but for the pernicious idea that talking about bias raises the possibility of an unbi-
ased model. This is deep conceptual metaphor, that brings in the possibility of a universal 
model, devoid of context, somehow pure. This gets in the way of the more useful task of un-
derstanding the biases of a model in terms of the ones which are useful or something bad, 
intended or accidental, due to the shape of the data or the shape of the model. It sidesteps 
the way that algorithms are situated, and the co-shaping between algorithms and their 
world (Draude et al., 2019). A better metaphor would maintain the idea that biases are al-
ways relative to something, and that something needs articulation. 

3.4 Black boxes 
The ‘black box’ is another term with multiple meanings, whose danger lies in the crosstalk 
between them. Originating in electronic circuit theory, it described originally a component 
that could be known by its operation rather than materiality –  “a resistor is considered as a 
2-terminal black box defined by the relation v=Ri, rather than as a physical device made of 
metal or carbon.” (Belevitch, 1962). Within cybernetics, it provided an experimental stance, 
so that when faced with “a mass of functioning machinery that was not to be dismantled for 
insufficient reason”, one might ask “what properties of the Box’s contents are discoverable, 
and what are fundamentally not discoverable?” (Ashby, 1961, p. 87). This sense of experi-
mentation is missing from many contemporary uses of black box, which convey a sense of 
powerlessness, both to understanding mechanism and to making sense of output. Pasquale 
(2015) is a notable counterexample, exploring how a black box view of society leads asking 
questions about inputs and outputs to discover hidden connections. In the context of ma-
chine learning systems, black box metaphors imply the possibility that if we could just open 
up the intentionally sealed box, we would understand what has been hidden from us1, which 
diverts attention from asking how this box came to be, leading to Ananny and Crawford 
(2016) suggesting instead looking across the systems in order to hold them accountable. 

4. Alternative metaphors for designers working with AI 
 "Technical communities negotiate ceaselessly with the practical reality of their work, 
but when their conceptions of that reality are mistaken, these negotiations do not nec-
essarily suffice to set them straight." (Agre, 1997, p. 30) 

We have discussed several metaphors that cause trouble for a variety of reasons: bringing in 
unwarranted associations, suggesting impossible goals, framing problems in ways that are 
not generative of solutions and so on. What then makes a good metaphor? Here we suggest 
several ways to examine a metaphor to decide how applicable it is to a given situation, 
within the context of design. 

 
1 Glanville (1982) explores the nature of these boxes, suggesting the idea that “Inside every white box, there are two black 

boxes trying to get out”. 
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Firstly, it is important to know that it is a metaphor. Several of the terms above are meta-
phors that present as accurate descriptions of the phenomenon: learning is typically not pre-
sented as a way to understand the behaviour of a system of equations, but as what is hap-
pening. Simply noticing that this is metaphorical creates space for critical engagement, a 
separation between map and territory—but to what extent should the designer present this 
separation to the ‘user’? Should designers seek to highlight the abstraction, the fiction, and 
its metaphorical nature, or should it be glossed over, map presented as territory uncritically? 

Secondly, getting to grips with the bounds of the metaphor, both technically and socially. As 
with the leaky abstractions in describing computational components, metaphors tend to 
hold more strongly in some areas than others. Calling descriptive output an explanation 
works better within technical communities, where it builds on existing understandings to ex-
tend to particular circumstances. Using 'reasoning' to capture the manipulation of logical 
terms through rules captures some aspects of human reasoning, but by no means all; in par-
ticular, the 'common sense' kinds of reason that humans perform remains the preserve of 
science fictional AI systems. This can also be a trade-off – asking how much the metaphor 
covers up compared with its explanatory power. Designers may often be doing this without 
explicitly calling out the bounds of the metaphors in use—and practically this might result in 
systems where multiple, otherwise incompatible metaphors are chosen for particular ele-
ments to be presented to users, each selected with their bounds in mind. We do not gener-
ally worry that a ‘cloud’ would not really work as a metaphor for holding ‘files’, after all.    

Third, what does the metaphor centre and marginalise: just as there are places where it 
holds more or less strongly, there are features and phenomena that it illuminates more or 
less powerfully. Casting an algorithm as a ‘blank slate’ centres a narrative of user responsibil-
ity rather then developer accountability, while casting it as an ‘autonomous agent’ implies a 
lack of user control (K. Martin, 2019)  

Finally, how useful is the metaphor? What does it enable us—designers, users—to do? There 
is a connection here to Logler et. al's work around metaphor cards (2018), where they dis-
cuss the strength of metaphors based on some key distinctions: 

• Shallow vs. deep: does the metaphor provide an immersive space that sup-
ports exploration? 

• Provocative vs. conventional: does the metaphor provoke critical thinking 
and reflection, or does it encode existing thinking? 

• One sided vs. diverse: when looking at a collection of metaphors, do they 
cover similar ground, or spread out to articulate multiple points of view? 

The next sections discuss metaphors of the form “Models as X” – it is worth noting that 
‘model’ is itself a metaphor, that requires some untangling. Here, we are using it in a rela-
tively concrete manner, to point to the artefacts typically created and made use of within AI 
and machine learning communities: a large language model that can produce sentences in 
response to inputs; an emotion detection model, that translates images into descriptors of 
emotional state and so on. The concept of modelling, and its relation to physical practices of 
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model making could be fruitfully discussed, but for brevity, we will allow a sense of what a 
model might be to emerge from the metaphors under discussion. 

With this in mind, we present several examples of AI metaphors and defend their usefulness. 

 

 

Figure 1. Collection of people in the style of Unreal Engine by hotpot.ai 

4.1 Models as collections of examples 
One way into thinking about what a model does is to look at it in terms of the data that it 
contains – rather than as a magic black box, as a collection of examples, whether of images, 
sounds, decisions or sentences. This is a mid-level metaphor – it covers a way to think of an 
algorithmic process, capturing something of its properties, without drilling deeply into the 
way it functions, or making broad claims about philosophical implications. It can be manifest 
in many forms, such as the "Soylent green is people" trope, to capture the idea that models 
are really a mulch of traces of humans. In some cases, this metaphor is literally true: the vec-
tors in a Support Vector Machine are the actual examples that shape the decision boundary, 
with the 'learning' process selecting the most contentious examples (Veale et al., 2018).  

In more complex models, this is more allusive, but captures the idea that that model needs 
to be able, somewhere along the way, to represent its training data. 

This is a good metaphor as it is simple and direct, but it gives a window into what the model 
is doing. It allows questioning of model limits, as it immediately raises the question of what 
happens when a new example appears, and highlights the extent to which the data collec-
tion and curation processes shape model behaviour. It connects to complex ideas around 
privacy -- 'if this model is full of people, can we extract the people?' leads straight to the idea 
of inversion attacks and data leakage (e.g. Ye et al., 2021) 



Metaphors for designers working with AI 

9 

Finally, it is extremely open to illustration. Memo Akten's Ways of Seeing2 shows models re-
constructing based on the set of images that they have seen, which leads into thinking about 
the ability of models to concatenate and compose. Anna Ridler's Myriad (Tulips)3 demon-
strate the work and labour practices around the collection of the examples that give rise to 
the models. Two of Jake Elwes' pieces are relevant: Zizi4 vividly illustrates how choosing dif-
ferent examples produces work that asks different questions, and Machine Learning Porn5 is 
a clear demonstration of how any AI content filter needs to contain the very things that it at-
tempts to filter out. 

What does this metaphor imply for designers? It provides a way to think about AI during the 
design process that sidesteps the idea of a magic bullet or an unknowable superintelligence, 
rather in terms of a set of examples or even “use cases”. These can be seen with properties 
and limitations much like many other models that designers are familiar with, from physical 
prototypes to concepts such as personas or user stories. From a user perspective, examples 
lead back to considering similarities and differences to one’s lived experience, supporting a 
more insightful and critical perspective on the technologies than dealing with exotic fram-
ings.  

 

Figure 2. Paperclip maximiser in the style of Unreal Engine by hotpot.ai 

 
2 https://www.memo.tv/works/learning-to-see 
3 http://annaridler.com/myriad-tulips 
4 https://www.jakeelwes.com/project-zizi-2019.html 
5 https://www.jakeelwes.com/project-MLPorn.html 
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4.2 Corporations as slow AIs 
Another approach to understanding more general uses of AI is to see which existing, familiar 
things can be described in terms of artificial systems. Stross' metaphor of corporations as a 
form of slow AI operates on several levels at once(Stross, 2017). The idea that corporations 
are structurally bound to maximising a particular metric -- shareholder value -- is heavily ex-
plored and dissected in European and American culture. This provides a space to bring in 
Bostrom's paperclip maximisers metaphor (2003) – runaway goal driven systems that seek 
to maximise their output through increasing intelligence, eventually converting the whole of 
the universe into paperclips. 

Why does this work as a metaphor? Structurally, just as a corporation, AI systems are typi-
cally goal-driven, and bring together a collection of components (or employees, or divisions) 
to handle the work. This provides a point of view to understand the ways that incentives and 
rewards based on satisfying algorithmic optimisation functions can move a long way from 
human values (Bridle, 2018). We can draw parallels to the challenge of regulation, as corpo-
rate power and functioning has outpaced the ability to regulate its effects, requiring new 
kinds of legislation, including the question of corporate personhood. 

One of the places this metaphor holds well is the sense of distribution and assemblage that 
can be seen both in the tendrils of even a medium sized corporation and Joler and Crawfords 
Anatomy of an AI System (2018). It also lets us think into some of mixed systems where hu-
mans and AI come together: Wikipedia started as a primarily human driven effort, but is now 
an assemblage of humans and computational structures, as social processes are gradually 
formalised and automated, or machine intelligence supports human work in more or less be-
nevolent ways (Tsvetkova et al., 2017). 

On a more poetic, yet positive note, Martin (2015) takes up the metaphor of salt marshes to 
think about what a slow approach to AI might be. Rather than looking at the way corporate 
structure could be seen as a kind of AI system, it encourages thinking of the entanglements 
and co-shapings of the various components and actors in terms of a familiar, material eco-
system. As well as a relation to the idea of slow technology (Hallnäs & Redström, 2001; 
Odom et al., 2021), there is a sense of connection to the traces and practices of past people, 
the ecology of liminal zones, a connection between the 'social machines' (Shadbolt et al., 
2019) of computational coordination and the 'landscape machines' that shape the margins 
of the sea. 

From a design point of view, the “corporation as slow AI” concept has implications for areas 
such as service design or user experience which mediate the relationships users have with 
corporations and institutions. Does revealing or making explicit how an organisation learns – 
and potentially how slow that is – change the way the system is presented to a user? How 
much distinction is made between employee roles, business processes and algorithmic prac-
tices? What would familiar diagrams such as service blueprints or user journeys be like if 
they incorporated (slow) learning loops—and should that learning be made apparent to the 
user? 
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Figure 3. the space inside a model in the style of Unreal Engine 

4.3 Models as spaces and terrains 
Continuing with geographic metaphors, the notion of latent spaces is one of the metaphors 
that works both poetically and practically to some degree. Some work needs to be done, in 
particular to start to deal with concept of spaces, bridging between the mathematical de-
scriptions of hundreds of dimensions, and the practical exercises of iteration and develop-
ment familiar to designers. Space is a busy word -- it can be thought of as what are all the 
combinations of different parameter settings one could possibly have, or what are all the 
ways to arrange three intersecting cuboids, or, after Borges’ Library of Babel (Borges, 1941), 
all the sequences of words in a language. These dimensions are radically different from the 
spatial dimensions of everyday life – the space of images that can exist in 200 by 200 pixel 
grayscale images has  40000 dimensions – but ideas like that of distances between things 
persist. On its own, this is a powerful framing for grappling with complex machinery – it cap-
tures the possibilities of things, what could have gone into a model and what did go in. The 
concept of spaces is a foundation for thinking about how to join models together – what 
kinds of inputs and outputs do they require, and what needs to be done to relate one to an-
other. 

Spaces exist inside models as well. The idea of latent space points at sets of variables inside a 
model that ultimately shape its output (Kingma et al., 2014). As an example, the autoen-
coder family of models attempt to map points in a high dimensional space – perhaps images 
– back to themselves, but through a pathway that involves a much lower dimensional space. 
While initially counterintuitive, this allows for a more compact representation of the inputs – 
the model may be able to reproduce an image close to the original with 20 or 30 numbers 
rather than 40000. This is technically useful, but it is also conceptually useful. The space cap-
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tures something of the essence of the data fed into the model, so talk of journeys, trajecto-
ries and explorations start to make sense (see for example the interpolations in Bojanowski 
et al., 2018). A space with 20 or 30 dimensions also starts to relate to the body, allowing the 
possibility of physical exploration - see Crawford’s (2019) XOROMANCY that maps skeletal 
position to position within a latent space6. The extent of the latent space is a summary of 
what the model has derived from the inputs, and hence what it is able to represent. The re-
sulting metaphor of a space inside the model helps to ask what are it bounds? What are the 
landmarks and waypoints within it? How do people produce and represent the space, and 
what is its affect? How far can one see and what is the journey to distant points like? 

How can designers work with this metaphor? Landscape metaphors, including ‘fields’ and 
journeys within an imaginary space have been used in design research to explore topics in-
cluding mental health (Ricketts & Lockton, 2019), and interdisciplinarity (Lockton et al., 
2020), but the direct analogues with multiple dimensions in AI models have not so far been 
well developed from a design perspective. Could spaces be a useful metaphor for designers 
to think about, design, represent, or visualise AI? At the simplest level, could the common 
use of informal sketched 2 × 2 matrices and other multidimensional ‘spaces’ in design pro-
cesses be an easy way in to thinking about the dimensions of AI for designers? It is, however, 
harder to think about what this might mean from a user perspective — would interfaces 
which capture the ‘spaces’ concept make AI even harder to understand, or could they reveal 
useful dimensions?   

 

Figure 4. Industrial components in the style of Unreal Engine by hotpot.ai 

 
6 See video at https://www.graycrawford.com/xoromancy  
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4.4 Models as Industrial Components 
Leaving the poetry, a pragmatic approach to working with AI is to ask "under what situations 
and circumstances is it OK to use this model?". Here, practitioners have drawn inspiration 
from the electronics industry with its long history of dealing with powerful but dangerous 
substances and components, where it is important to represent the possibilities of some-
thing; the safe ranges of use, the potential side effects, the strategies for both safe use and 
optimal use. Gebru et al's 'Datasheets for Datasets' work (Gebru et al., 2018)and Mitchell et. 
al's related 'Model Cards for Models' (Mitchell et al., 2019) draws very directly on this idea, 
creating an analogy between the datasets that go into models and either electronic compo-
nents or industrial compounds, both of which are typically supplied alongside a datasheet 
that describes their safe usage, precautions to take and particular failure modes. 

This is an example of a metaphor that casts the unfamiliar in terms of something still some-
what arcane, but which is a known quantity. Thinking critically about the features of the 
models and their data is analogous to working with the glazes that make ceramics work both 
practical and beautiful: they can produce ethereally beautiful, highly robust results, but are 
dangerous to breathe in, behave unpredictably until well understood and need to be baked 
at just the right temperature. 

Should design education be teaching AI as analogous to electronic components that can be 
added off-the-shelf to a project? Does Mitchell et. al’s approach help designers to under-
stand AI at an appropriate level—a well-informed but nevertheless still ‘black box’ ap-
proach? As discussed above in relation to the bounds of different metaphors, perhaps the 
‘known quantity’ idea positions AI models as something like textbooks, with known limita-
tions: out of date, good coverage of some areas but poor coverage of others, author is 
known to have had certain prejudices and so on. Then, models can be employed critically for 
what they offer, combined and managed to ameliorate their shortcomings. 
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Figure 4. Geofoam and fossils in a landscape in the style of Unreal Engine by hotpot.ai 

4.5 Models as Fossil Data  
To come full circle back to the extractive metaphors of "data as the new oil", one of the use-
ful metaphors is the sense that language models are typically built on collections of 'fossil-
ized' language – the strata of internet mediated communication, shot through with seams of 
journalism and literature7. This metaphor helps to understand some of the gap between the 
way that large language models produce output and the way that humans understand it -- 
the difference between words in flight as conversational moves tied to situations and con-
text, and the production of mechanically appropriate sequences of text. For designers, the 
idea of AI as a data fossil might imply presenting ‘the model’ as a fixed, fossilised thing, en-
coding old prejudices, that is consulted (similarly to an archive) rather than presenting it as 
some kind of active learning superintelligence. The idea of fossil data helps to capture the 
contextless nature of most models, distinct from the situated use of e.g. language in active 
conversation. 

4.6 Models as GeoFoam  
As one final metaphor8, the idea of fossil data can be extended to the idea of language mod-
els as geofoam. Geofoam is typically expanded polystyrene – oil removed from the ground 
and reshaped – that is used to provide foundations for bridges and pavements or otherwise 
fill voids in the landscape. Despite having to explain what geofoam is, it results in a useful 
metaphor for current AI generated text: it looks like landscape, but it is really a somewhat 

 
7 This metaphor comes from @morungos on Twitter, with the fossilised language being “traces of our grasp of the world, 

but [...] not the grasp or the world” - https://twitter.com/morungos/status/1455527973159948294 
8 From @jjvincent on Twitter: https://twitter.com/jjvincent/status/1455194365169700864 
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uncanny filler, with little weight, that does not connect ecologically to the soil around it. 
There is something in the metaphor that will be familiar to anyone who tries to converse 
with a voice assistant about the difference between surface competence at speaking and 
having a meaningful, well-founded conversation. 

AI as geofoam offers its own intriguing challenges for the designer: should the uncanniness 
be communicated to the user? Does it make sense to preserve or even highlight the weird-
ness—or does that forever keep consumer-level AI at the level of amusing or irritating gim-
mick?  Does it suggest new kinds of practices around joining and filling, mediating between 
interactions, finding a voice that is specific and inhuman? 

5. Conclusion 
This paper has set out some ideas around the use of metaphors when carrying out design 
with and around AI technology.  It maps out some of the ways that metaphors are used gen-
erally, and picks out the use of abstractions and conceptual metaphor that characterise dis-
cussion around computer science. From this, there is a discussion of the failure modes of a 
small collection of current terms –  training, explanation, bias and black boxes –  in terms of 
misleading associations, unwarranted implications and lack of positive utility. In response, 
we offer a set of metaphors that shed light on different aspects of AI behaviour at a variety 
of levels, whether casting models as curated collections of examples, drawing parallels be-
tween AIs and corporations, or pointing to the uncanny ‘geofoam’ quality of text from lan-
guage models.  

The aim of this work is not to provide a single final set of metaphors, but to provide some 
ways to notice and question the use of metaphor and evaluate the tools in our conceptual 
toolboxes. It is not an exhaustive set, and should not replace all the existing metaphors, but 
we offer this set of new metaphors to the DRS community partly as a provocation to open 
up the space of possible ways to approach the field of AI. We hope to support designers in 
thinking about the systems that they are building, how design education and research can 
make use of new framings in projects, including in speculative ways, and in ways which con-
nect to wider questions in philosophy, science and technology studies, and so on.  

We have chosen examples which go beyond solely surface-level treatments of how to pre-
sent these invisible systems to users; instead in each case, the metaphors tell us something 
deeper about what AI is, and how it behaves—its techniques, technologies, and artefacts. 
Nevertheless, the user-facing aspect is ever-present, and some familiar issues from the ear-
lier days of interaction design become again apparent in this new field—how much of the 
systems ‘behind the scenes’ should be presented to users? Does designers’ understanding of 
the technology match the technologists’—and to what extent does that matter?  What are 
the roles of designers and users here, and does AI give greater responsibilities in terms of 
the need for awareness and critical evaluation? What agency do we have in this field? 
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